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ABSTRACT

Entanglement swapping is a core operation in a quantum
network. It consumes a pair of entanglements to build a
remote entanglement between two parties without direct
interaction. In a buffered quantum network, unpaired entan-
glements can be stored in a quantum buffer for future uses.
However, suffering from noises in the quantum buffer, fideli-
ties of buffered entanglements degrade exponentially over
time. Entanglements with low fidelity are no longer suitable
for certain quantum applications and ought to be discarded.
This paper analyzes the dynamic queuing process for a pair
of link-level quantum buffers in entanglement swapping. By
modeling the quantum buffer pair as a double-sided queue,
we derive a closed-form buffering time distribution for every
incoming entanglement with respect to the real-time buffer
backlog. The distribution reveals the probability that entan-
glement will be discarded due to low fidelity and helps us
design an active buffer management policy that controls the
buffer backlog with negligible impact on the entanglement
swapping throughput. A discrete-time simulator is devel-
oped to demonstrate the correctness of our analysis result
and validate the effectiveness of our proposed policy.

1 INTRODUCTION

Entanglement swapping assists in distributing entanglement
between two remote parties who do not share a direct quan-
tum link. This process involves consuming a pair of entan-
glements between both of two remote parties and a common
quantum repeater, to generate an entanglement between the
two parties whose particles have never interacted directly.
However, the stochastic entanglement generation process
makes it hard to have simultaneously heralded entangle-
ment pairs for entanglement swapping. When only one of
the pair of entanglements is ready for swapping, a traditional
bufferless quantum repeater would have to drop it since it
will decohere almost instantly [16, 20]. This can significantly
limit the throughput of entanglement generation for a quan-
tum network, which leads to the recent proposal of buffered
quantum repeaters, where these unpairs entanglements can
be stored in quantum buffers before being swapped [5, 8, 9].
Meanwhile, entanglements in near-term quantum memory
are subject to noise, leading to degradation of entanglement
quality (fidelity) over time. If the fidelity drops below a cer-
tain threshold, the entanglement is no longer suitable for
certain quantum applications and must be discarded [19].

To manage quantum buffers effectively and provide suf-
ficient high-fidelity remote entanglements, it is essential to
understand the queuing process behind stochastic entan-
glement buffering. Recent studies on queuing processes of
quantum buffers or buffer-like devices [6, 10, 14, 21] have
primarily focused on stationary statistical properties such as
mean buffer occupancy or queueing delay in stationary dis-
tribution. A dynamic queueing analysis based on real-time
buffer conditions is lacking yet essential for designing effi-
cient active buffer management policies like the one in clas-
sical networks [1]. This paper aims to fill this research gap.
Specifically, we study a pair of link-level quantum buffers for
entanglement swapping, where entanglements are buffered
with a first-in-first-out (FIFO) discipline and swapped im-
mediately upon pairing. When stored in the buffer, entan-
glements suffer from dephasing noise over time, and will be
discarded when fidelity is below a threshold. We derive the
distribution of entanglement buffering time, that is, the time
an entanglement stays in the quantum buffer, with respect to
the buffer backlog when the entanglement arrives. Using the
distribution, we design an active buffer management policy
to control the quantum buffer backlog within an adequate
value and maintain a high entanglement swapping throughput
(number of swapped entanglements in a period). Evaluation
results show the necessity of such an active management
protocol designed upon our dynamic queuing analysis. Our
main contributions are summarized below:

e We analyze the dynamic queuing process of a link-
level quantum buffer pair with dephasing noise, and
derive closed-form probability density function of the
n'? buffered entanglement’s buffering time.

e We design an active queuing control policy that upper
bounds the quantum buffer to an adequate size under
a tolerable risk of swappable entanglement loss, and
maintains the entanglement swapping throughput.

e We implement a discrete-time simulator, and validate
the correctness of our queuing analysis and effective-
ness of our proposed policy.

The rest is organized as follows. Sec. 2 reviews related
works. Sec. 3 introduces our quantum buffer pair model.
Sec. 4 analyzes the dynamic queuing process of a quantum
buffer pair. Sec. 5 defines the risk-aware adequate buffer size
and proposes an active buffer management policy. Sec. 6
presents evaluation results. Sec. 7 discusses concerns and
future directions. Sec. 8 concludes the paper.
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2 RELATED WORKS

Existing literature on quantum queueing analysis mainly
focuses on three scenarios: link-level quantum buffer pair,
quantum teleportation queue pair, and the quantum switch.

A link-level quantum buffer pair models queueing in en-
tanglement swapping of link-level entanglements. Razavi
et al. [15] proposed a partial nesting protocol for quantum
buffer management and throughput estimation for multi-
hop remote entanglements with or without entanglement
purification. Khatri et al. [10] considered one-slot quantum
buffer. Three memory management policies were proposed,
and the backward recursion policy, though exponentially
slow, was proved fidelity-optimal.

A teleportation queue pair contains a data qubit queue and
an entanglement queue, where teleportation is performed
when both queues are not empty. Dai et al. [6] analyzed a
fidelity-agnostic qubit-entanglement queue pair and gave
closed-form average queuing delay for the qubit queue, as
well as upper bound of the average queue length with cognitive-
memory-based policy. Chandra et al. [3] also studied the
teleportation queue pair by reducing the double-sided queue
to a single queue system. Different queuing disciplines were
analyzed with and without push-out.

A quantum switch generalizes a single pair of queues
by considering multiple request-entanglement queues to be
matched. Panigraphy et al. [14] studied the capacity region of
a quantum switch. The conditional yield distribution of differ-
ent purification protocols was computed, and a max-weight
scheduling policy was proposed. Zubeldia et al. [21] extended
request-entanglement queues into a Y-topology, where the
stability and throughput of two-way and three-way match-
ing were analyzed. Vasantam et al. [18] assumed entangle-
ments would decohere after one time step and proposed a
max-weight scheduling policy for the quantum switch.

All the existing work above analyzes the stationary be-
havior of the queue, which is not suitable for active buffer
management. This paper considers paired link-level quan-
tum buffers with enough capacities and dephasing noise, and
focuses on the dynamic queuing process of the noisy system.
Our dynamic analysis leads to the design of a real-time ac-
tive buffer management policy that effectively reduces buffer
backlog and maintains entanglement swapping throughput.

3 SYSTEM MODEL
3.1 Quantum Buffer Pair

In this paper, we consider a link-level quantum buffer pair
in a quantum repeater chain. As shown in Fig. 1, the quan-
tum repeater chain consists of three quantum repeaters S,
R, and D connected by two quantum links. Entanglement
sources ES; and ES, reside on the quantum links between
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Figure 1: System model. The green and blue quantum
buffers form a link-level quantum buffer pair.

repeater pair S — R and R — D, respectively. ES; and ES; gen-
erate entangled qubit pairs following independent Poisson
processes [6]. For each generated entanglement, the pair of
entangled qubits are split and sent to both ends of the quan-
tum link. Quantum repeaters are all equipped with quantum
memories. A quantum buffer is a pair of quantum memories
at the two repeaters to store their entangled qubits respec-
tively. An entanglement generated between two repeaters,
if not immediately consumed, will be stored in the quan-
tum buffer for future usage, following a FIFO discipline. The
quantum buffer &; between repeaters S and R and the quan-
tum buffer &; between repeaters R and D form a quantum
buffer pair, and their stored entanglements will be used to
establish remote entanglements between S and D via entan-
glement swapping. This pair-and-serve operation consumes
one entanglement from each buffer simultaneously and will
be conducted whenever there are available entanglements
in both quantum buffers of the quantum buffer pair.

3.2 Fidelity Model

Fidelity. Fidelity of an entanglement is the probability that
it is measured in its desired pure state upon measurement.
Assume an entanglement is desired in the |®*) state. An
entanglement suffering from dephasing noise results in a
mixed state |¢) with fidelity F € [0, 1], written as

[y =F - |@7) (@] + (1= F) - [27) (27|, (1)

Dephasing in quantum buffers. Following existing work [3],
we assume entanglements suffer from dephasing noise in the
quantum memory, where their fidelity will decrease exponen-
tially over time due to the dephasing noise. According to [13],
a single qubit suffering from dephasing noise is modeled with
composed influence of the following two operations

0 1 0
Ey = Va(t) e E1=V1—Of(t)l 0 -1 l ()
where a(t) = % and T is the dephasing parameter of

the quantum buffer. Assuming the original qubit’s density
matrix is p, state of the influenced qubit p’ is

p'= > EipE]. (3)

i=0,1



Dynamic Queuing Analysis and Buffer Management for Entanglement Swapping Buffers with Noise

Hence phase remains intact with probability a(¢) and flips
with probability 1 — a(t) for the qubit. An entangled state is
preserved when qubits’ phases are either both unchanged or
both flipped. For simplicity of presentation, we assume quan-
tum memories have homogeneous dephasing parameters
across repeaters, while noting that having heterogeneous
noise across repeaters does not invalidate our analysis or de-
sign except complicating the mathematical presentation. For
an entanglement with initial fidelity Fy, after being stored in
a quantum buffer for time ¢, its fidelity F(t) is

F(t) = [@*(t) + (1 = a(1)®] Fo +2a(t) (1 - a(t)) (1 - F).
©)
Replacing «(t) by its definition, we have
1+ (2F, — 1) e™**
F(1) = - : (5)
Application and buffer fidelity bounds. Consider now
that a pair of entanglements with fidelity F; and F, are to be
swapped. An entanglement swapping uses one-qubit (uni-
tary) and two-qubit operations as well as a Bell state mea-
surement, which may cause fidelity loss due to imperfect
quantum operations and measurement. Following the model
in [7], assume the fidelity loss factor of one-qubit operation,
two-qubit operation, and BSM are a1, a,, and apsy, respec-
tively. Based on the derivation in [8], the fidelity of entangled
qubit pair after a successful swapping can be calculated as

F'= % (1+aaapsy - (2F = 1) - (2= 1).  (6)

For a quantum buffer, we assume that all the entangle-
ments come with the same initial fidelity and suffer from the
same dephasing noise. Denote the initial fidelity of entangle-
ments arriving at buffers &; and &; as F; and F;, respectively.
Assume the target quantum application requires a fidelity
lower bound Y, for the entanglement acquired via swapping.
Y, is the application fidelity bound. Since entanglement swap-
ping is performed immediately when a pair of entanglements
from both buffers become available, at any time only one
of the paired quantum buffers can be non-empty. In other
words, at most one entanglement has suffered from storage-
induced dephasing between a swapped entanglement pair.
With Eq. (6), we can calculate the buffer fidelity bounds Yy
and Y5, for &; and &, respectively, as

DR P L )

2 2 (ZFJ' — 1) alazaBSM’

where i, j € {1,2} and i # j.

Maximum Entanglement lifetime. Due to the dephasing
noise in the quantum buffer, the fidelity of entanglement
will decrease over time following Eq. (5). When an entangle-
ment’s fidelity is too low to support a specific application, it
will be discarded. Based on the buffer &;’s dephasing parame-
ter I[; and its fidelity bound Y;, we can calculate the maximum
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Figure 2: Double-sided queue for quantum buffer pair
with noise.

time 6; that an entanglement with initial fidelity F; can stay
in &; before expired, named maximum entanglement lifetime

1 (Z(F,-—Yi)—l)
—In[—————|,

0, = —
! 4T; 2F; — 1

)
where i € {1,2}. As we assume a constant F; and Y; for
i € {1,2}, 6; is also constant in our system model.

4 QUANTUM QUEUING ANALYSIS

Double-sided queue. We abstract the quantum buffer pair
as a double-sided queue with impatient customers, as shown
in Fig. 2. Buffer &; and &, form the left and right sides of
the queue, and entanglements are regarded as the queuing
customers. The Poisson entanglement generation processes
of ES; and ES; are the arrival process of &; and &;, whose
parameters are A; and Ay, respectively. Entanglement swap-
ping is the service that is immediately performed once both
buffers contain available entanglements. Entanglements are
buffered and swapped in following a FIFO discipline. Every
entanglement buffered to &; or &; has the patience of its
maximum entanglement lifetime 0; or 65, after which it will
be deemed expired and forced to leave the system. According
to Eq. (8), 6; and 0, are constant for buffer &; and &,. We
also assume &; and &, have infinite capacity.

Single-sided queue and notations. The double-sided queue
with impatient customers has been studied in taxi-customer
matching [2, 4, 11]. Because paired entanglements are served
instantly, at least one side of the queue is always empty.
This allows us to only focus on the non-empty side and
re-model the double-sided queue into a single-sided queue.
Let i, j € {1,2} and i # j. Without ambiguity, we assume
hereafter that the arrival process always refers to the Pois-
son entanglement generation process of the entanglement
source at the non-empty buffer &; with parameter A;. The
service process refers to the Poisson entanglement generation
process of the entanglement source at the corresponding
empty buffer &; with parameter ;. Entanglements can stay
in the buffer for at most maximum entanglement lifetime
0;, after which they will expire and be discarded due to low
fidelity. For the n't customer arrives at the buffer, we define
the duration between its arrival and its departure, either due
to swapping or low fidelity, as its buffering time, denoted
as Wi, n € N*, 0 < W;,, < 6;. The probability that the n't
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customer will be expelled from the buffer due to low fidelity
is defined as its expiration probability, denoted as yy,.
Buffering time distribution. Consider the first arriving
entanglement at a buffer (i.e., it arrives when the buffer is
empty). Because the Poisson service process leads to an ex-
ponentially distributed service time, and the buffering time
is capped by 0; when the service takes longer than it, we
have the probability density function of W;; as

PI'{‘/VM = t} t < 6; {Aje_’lft t < 0;

PI‘{M/U = t} = {Pr{Mfi’l > 9} =0, =

)
For the n™ customer, its buffering time is the buffering time
of the (n — 1) customer plus the time it waits for being
served. We have the following recurrence relation for W;

Win = min (W1 + Wip-1,6;) n > 2. (10)

By solving the recurrence relation, we can get the probability
density function of W;,, (with details referred to [12]):

PriWip1 =, Wii=t—rlt <t} t<0;
Pr{Wi, =t} ={Pr{Wipn1 =, W;; =0 — 7|z < 0}
+Pr{W;_1 = 6;, W;; =0} t=0;
A?'le—/lj[tn—l
j
_— t<6;
(n—1)! !
= Jn-1 k
A;0;
Z ( jkll) e M0 =0
k=0 ’
(11)

Expiration probability. The probability the n'" entangle-
ment will expire is equivalent to the probability its buffering
time W;,, = 6;. So we can get the n' customer’s expiration
probability from Eq. (11)

(4 )kefx,-ai'

n—1 '61'
Yo =Pr{Wia =60} = ) (12)
k=0 ’

Expected queuing time. According to Eq. (11), we can also
get the expected duration the n'™ customer stays in the queue

2]
B(W,) = /0 EPr(Wiy = ) dit
(13)

n n 1 AjQik (/19)" ’
= — 9. — — —A;0; _ 0 7t -2;0

5+ AJ,); e o
where E,(W; ) < 0;,Vn € N*.

5 ACTIVE BUFFER MANAGEMENT

In this section, we propose an active buffer management
policy leveraging the queuing analysis result in Sec. 4, which
controls the buffer backlog within an adequate buffer size.
We first define the risk-aware adequate buffer size for a pair

M0 p=0,
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of quantum buffers. Then we introduce how we control the
backlog under the adequate buffer size.

Risk-aware adequate buffer size. The core of the active
buffer management policy lies in a risk-aware adequate buffer
size. From Eq. (12), the expiration probability of a newly gen-
erated entanglement increases as the buffer backlog (n — 1)
grows. So if a small probability (risk) is tolerable for losing
an entanglement that will eventually be swappable before
expiration, we can confine the buffer size to a limited value,
which is adequate to store most of the swapped entangle-
ments. We call such a buffer size the adequate buffer size
under a tolerable entanglement loss risk. Given a tolerable
entanglement loss risk r € [0, 1], the corresponding expi-
ration probability is y;, = 1 — r. Though given y;_, direct
solving Eq. (12) for the adequate buffer size L, is hard, the
corresponding L, is an integer upper bounded by e*?% and
can be found efficiently by a binary search on [0, [ehi0i ]].
Active buffer management policy. Our policy aims to
control the size of quantum buffers under an adequate value
and maintain the entanglement swapping throughput. Sup-
pose the buffer backlog has already reached the adequate
size when a new entanglement arrives in the buffer. In that
case, we discard the oldest entanglement (with the lowest
fidelity) and store the new entanglement to make sure the
backlog is within the adequate buffer size.

6 EVALUATION
6.1 Experiment Setup

To validate our queuing analysis result and the effectiveness
of our proposed active buffer management policy, we im-
plement a discrete time simulator to simulate the link-level
quantum buffer pair. We set the entanglement generation
for both repeaters to follow a Poisson process with param-
eter A; = A, = 1. The initial fidelity is set as 0.94 for all
the entanglement sources according to [17]. We run the
simulator with different application fidelity bounds Y, €
{0.51,0.55,0.6,0.65,0.7} and dephasing parameter I} =TI}, =
T € {0.02,0.04,0.06, 0.08, 0.1} to show the broad applicability
of our derivation result and active buffer management policy.
Factors of one-qubit, two-qubit, and Bell state measurement
are all set as one. The range of the application fidelity bounds
starts from 0.51 instead of 0.5 because it takes infinite time
for an entanglement’s fidelity to drop to 0.5 according to
Eq. (8). For every setup, we run the simulator five times with
different random seeds, each time for 10000 time steps. Re-
sults produced by different random seeds are averaged out
to cancel the randomness.

6.2 Expected Buffering Time

We first verify the correctness of the derived expected buffer-
ing time Eq. (13) without applying any buffer control policy.
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(a) Different I's with Y, = 0.51.  (b) Different Y,s with I" = 0.02.
Figure 3: Expected and actual buffering time of entan-
glements for various application fidelity bounds Y, and
dephasing parameters I'.

Dotted lines in Fig. 3(a) and Fig. 3(b) show the average buffer-
ing time for entanglement concerning the backlog when
it arrives at the buffer, under different application fidelity
bounds and dephasing parameters, respectively. We also plot
the curve of expected buffering time calculated according to
Eq. (13) with solid lines. From both figures, we find negligible
differences between the expected curve and the simulated re-
sult. The difference slightly increases when n is large, which
is due to the lack of enough data points that result in those
large buffer backlog values for accurate mean estimation.
This validates the correctness of our derived expected buffer-
ing time in Eq. (13) computed with the dynamic buffering
time distribution in Eq. (11).

6.3 Active Buffer Management Policy

We next evaluate our active buffer management policy under
different application fidelity bounds and buffer dephasing
parameters. For a fair comparison, in each round of the simu-
lation, we let entanglement sources generate entanglements
following the same process for different policies, including
no policy applied (NP) and the active management policy
(AMP) with different risks(r). We compare the entanglement
swapping throughput (number of swapped entanglements)
and the maximum buffer backlogs among the 10000 time
steps. Fig. 4 and Fig. 5 show the comparison results for differ-
ent dephasing parameters and application fidelity bounds.
Specifically, Fig. 4 shows that the proposed management
policy is effective for various buffer noise levels (dephas-
ing parameters). In Fig. 4(a), the entanglement swapping
throughput decreases as the dephasing parameter increases,
and a higher risk factor for applied policy lead to lower
throughput. However, even applying the policy with the
highest tolerable risk 50%, the throughput only drops 0.7%
compared with no policy applied. The active management
policy with risk factor 1% even maintains the same through-
put as no policy applied. On the other hand, Fig. 4(b) shows
applying an active management policy with risk factor 1%
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(a) Ent. swapping throughput.  (b) Maximum buffer backlog.
Figure 4: Entanglement swapping throughput and max-
imum buffer backlog with and without policy applied
when the application fidelity bound is 0.51 and the de-
phasing parameter varies.

can obviously decrease the buffer backlog. It saves 9.6% to
38.0% buffer spaces compared to not applying any policy.
Increasing the tolerable risk factor can further decrease the
maximum buffer backlog. Applying a management policy
with 50% risk factor can save up to 70.8% buffer spaces, with
only 0.7% throughput trade-off.

Fig. 5 validates the effectiveness of the proposed buffer
management policy for different applications (application
fidelity bounds). In Fig. 5(a), for the same fidelity bound, ap-
plying the buffer management policy does a minor impact
on the entanglement swapping throughput. Though the neg-
ative impact grows as the risk and fidelity bound increase,
applying the highest evaluated risk 50% at the highest fidelity
bound 0.7 only causes the average entanglement swapping
throughput drop from 9482.2 to 9404, which is a 0.8% decre-
ment. Meanwhile, Fig. 5(b) shows that the buffer manage-
ment policy with 50% risk can control the average maximum
buffer backlog to 4.6, which is only 28.3% of the value (16.28)
when no management policy is applied. Even though ap-
plying policies with smaller risks increase the maximum
backlog, when the risk is 1%, it can still reduce the maximum
backlog of non-policy applied from 10.2% to 41.0%, while
causing almost zero degradation to the entanglement swap-
ping throughput for different application fidelity bounds.

Hence, our buffer management policy can effectively re-
duce the maximum buffer backlog while maintaining the
entanglement swapping throughput under various buffer
conditions for different applications.

7 DISCUSSION

Stability analysis. Different from the analysis of stationary
distribution, it is not necessary to analyze the stability con-
dition in dynamic queuing process. This makes our dynamic
queuing analysis result applicable to both stable and unstable
quantum buffer pairs.



QuNet, 2023

100

— NP -=AMP(r=10%)
S ==AMP(r=50%) <-AMP(r=5%)
o 80 ~-AMP(r=20%) “+AMP(r=1%)
= 601 mNP

a AMP(r=1%)

S 40| mAMP(r=5%)

3 WAMP(r=10%)

£ 20| mAMP(r=20%)

= WAMP(r=50%)

0,

0.510.55 0.60 0.65 0.70
Application Fidelity Bound

0.51 0.55 0.60 0.65 0.70
Application Fidelity Bound

(a) Ent. swapping throughput.  (b) Maximum buffer backlogs.
Figure 5: Entanglement swapping throughput and max-
imum buffer backlog with and without policy applied
when the dephasing parameter is 0.02 and the applica-
tion fidelity bound varies.

Entanglement purification. Entanglement purification is
an operation to improve entanglement fidelities. However,
performing entanglement purification is at the cost of poten-
tial entanglement loss and can not always improve the en-
tanglement swapping throughput. We conduct preliminary
experiment with entanglement purification but its influence
on entanglement swapping throughput is not always pos-
itive. We leave the analysis of how purification affect the
quantum buffer pair to our future works.

Buffer pair parameters. Due to the page limits in our eval-
uation we only present the result of paired quantum buffers
and entanglement sources with the same parameter. Theo-
ratically, our dynamic queuing analysis result still holds for
heterogeneous quantum buffers and entanglement sources.

8 CONCLUSION

In this paper, we analyzed the queuing process in a link-
level quantum buffer pair with FIFO discipline, and derived
the distribution of each entanglement’s buffering time with
respect to the buffer backlog it encounters. We derived an
adequate buffer size with a tolerable loss of swappable entan-
glement, and designed an active buffer management policy
that controls the buffer backlog within the adequate size
and maintains the entanglement swapping throughput. A
discrete-time simulator was developed to validate our queu-
ing analysis result and the effectiveness of our proposed

policy.
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