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Abstract—Operating a quantum network incurs high capital
and operational expenditures, which are expected to be com-
pensated by the high value of enabled quantum applications.
However, existing mechanisms mainly focus on maximizing the
entanglement distribution rate and neglect the cost incurred on
users. This paper aims to address how to utilize quantum network
resources in a cost-efficient manner while sustaining high-quantity
entanglement distribution. We first consider how to establish
a steady stream of entanglements between remote nodes with
the minimum cost. Utilizing a recent flow-based abstraction and
a novel graph representation, we design an optimal algorithm
for min-cost remote entanglement distribution. Our algorithm
provides rigorous tools for supporting high-performance quantum
network applications with financial consideration and offers long-
term data transmission in remote distances. Extensive simulation
results validate the advantageous performance compared to ex-
isting solutions and heuristics.

Index Terms—Quantum network, entanglement distribution,
cost

I. INTRODUCTION

Long-distance entanglement distribution is a cornerstone for
many promising applications, including quantum key distribu-
tion (QKD) [4], remote quantum sensing [14], and distributed
quantum computing (DQC) [10]. Recently, notable progress
has been made in lab-scale quantum networks [18], hinting at
potential large-scale deployment in the future [42].

The primary challenges of large-scale quantum networking
are distance and noise. Entangled photons undergo high loss
when transmitted in media over long distances, which cannot
be compensated by classical amplification due to the no-cloning
theorem [8]. Meanwhile, noisy quantum channels and imper-
fect quantum operations lead to decoherence of the entangling
correlation, which cannot be corrected by classical error correc-
tion [32]. To counter these effects, the first-generation quantum
repeaters emphasize the use of near-term feasible quantum
operations, including entanglement generation and swapping,
to distribute entanglements between remote nodes. Extensive
study has been conducted on maximizing the quantity (rate) of
entanglement distribution, based on the unique characteristics
of these quantum operations [12], [37], [39].
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Compared to entanglement distribution rate, other factors
are less considered yet also critical. While lab-scale testbeds
are feasibility-driven and largely cost-agnostic, a commercial
quantum network service (such as EBP quantum network [17])
must be built atop a sustainable business model considering
the capital and operational expenditures of the service and
revenue. For example, deploying a single repeaterless quantum
node costs over $200,000 today [17], and the cost for future
quantum repeaters with transduction device, quantum memory,
and purification is destined to multiply. This is not to mention
the costs for workforce development, maintenance and opera-
tion. These costs shall be compensated by the high value of
quantum-enabled applications. Correspondingly, like classical
Internet nowadays, a real quantum internet would be built as
a shared infrastructure serving as diverse quantum applications
and as many quantum users as possible. Quantum network
operators peer with each other to provide global quantum
connectivity and decide their service prices based on market
trends driven by supply and demand. Users choose among
operators based on prices and service quality, and are charged
based on services they receive or resources they consume.
Overall, as the business paradigms of quantum technologies
evolve, cost management will eventually become an integral
part of the entire quantum ecosystem.

While the actual cost of operating a large-scale commercial
quantum network is still hard to decide due to technology
pre-maturity, we believe it is proper to start investigating
cost management in quantum networking from an algorithmic
perspective. Consider a user requesting quantum connectivity
service in a quantum network. The joint interest of the user
and the operator is that the service is fulfilled with the most
cost-efficient resources in the network. Nevertheless, because
of unique quantum characteristics, the use of different resources
(e.g. fiber bandwidth, quantum storage, and swapping) has a
profound impact on both the cost and the quantity of the
entanglement distribution service. In this case, exploring the
most cost-efficient way of serving a user request, becomes a
highly non-trivial problem. As a first-step towards combining
quantum network and internet economics, this paper focuses
on studying the problem of how to find the minimum-cost
way of establishing a stream of remote entanglements with
a steady expected rate from an algorithmic perspective. Our
main contributions are as follows:

• We formulate the minimum cost entanglement distribution
problem (Mi-Co) in a general quantum network.

• We develop a Generation and Swapping Graph (GSG)
abstraction, based on which we design the optimal algo-
rithm for the min-cost distribution of a steady stream of
entanglements between remote nodes.



• We conduct extensive simulations and demonstrate that
the proposed algorithms achieve high cost efficiency when
achieving the same rate as existing works.

Organization: §II presents the background on classical and
quantum internet economics. §III shows quantum preliminaries
and network model. §IV presents an optimal algorithm for min-
cost entanglement distribution. §V presents evaluation results.
§VI surveys the related work. §VII and §VIII presents the
discussion and conclusion.

II. CLASSICAL AND QUANTUM INTERNET ECONOMICS

A. Classical Internet Economics

The economic model of the classical Internet serves as an
excellent example of how the quantum internet ecosystem can
evolve. Here, we briefly review the cost and profit model of a
classical Internet Service Provider (ISP).
ISP cost model: An ISP incurs both capital expenditure
(CapEx) and operational expenditure (OpEx). The costs for
deploying network devices and materials (wire/fiber), land
usage, construction, labor and permitting, and research and
engineering development constitute major CapEx of an ISP.
Further, operating a network infrastructure incurs continuous
energy, maintenance, upgrade, device/material/space renting,
customer support, as well as costs associated with peering
with other ISPs to provide global connectivity to its customers,
which constitute the OpEx. Both costs can be substantial on
a yearly basis due to the ISP’s need to continuously upgrade
and operate the infrastructure for market competitiveness. For
instance, the US broadband providers incurred over $102.4
billion in CapEx, marking a 19% year-to-year increase [1].
ISP profit model: ISPs subsidize the costs and make profit by
charging for users’ usage of Internet resources. A residential
user is charged monthly based on a pre-defined service category
(best-effort service with data or data rate cap). For business
users, pricing is negotiated case-by-case. Specifically, many
business users (such as banking, gaming, or critical services)
demand guaranteed service quality such as data rate and/or
delay, which must be satisfied by reserved or prioritized re-
sources such as link bandwidth dedicated to each user. In this
case, pricing is typically based on the amount of resources that
a user’s service consumes. In a market with multiple ISPs, a
user would choose the most economical service that satisfies
its demand. Thus to maximize revenue, an ISP competes by
delivering the least price to satisfy a user’s demand that can
sustain its business, for instance, by leveraging the most cost-
efficient resources and optimizing resource utilization. This
has motivated extensive research on cost-efficient network
optimization in the Internet, such as traffic engineering [44],
resource allocation [22], [26], and so on.

B. Quantum Internet Economics

We expect the future quantum internet ecosystem to be driven
by supply and demand similar to those in the classical Inter-
net. Quantum network operators build and maintain expensive
quantum network infrastructures such as optical switching
centers, repeater facilities or even satellite constellations. These
infrastructures will support diverse quantum applications and

users to maximize the operators’ profit. Users seek competitive
prices on demanded services, and operators seek to opti-
mize network operations to reduce cost and improve revenue.
Nevertheless, the fundamental differences between classical
and quantum networks introduce unique features of the cost
management problem in the quantum internet.
Quantum network service model: A quantum network pro-
vides the basic entanglement distribution service between two
or more remote end-points based on demands from quantum
users. Entanglement is a basic resource for all quantum ap-
plications. The quantity (i.e., rate and success probability) of
entanglement distribution fundamentally decides the practical-
ity, usability, and performance of supported applications.

In the near future, the quantum network will likely only serve
business-level customers and support high-value applications
such as high-stake secure communication, distributed quantum
computing centers, or highly sensitive sensing in scientific
and military domains. These applications typically have high
performance requirements regarding entanglement distribution
rate. For instance, distributed quantum computing typically
requires abundant entanglement resources to be constantly
available between two or more remote quantum computers so
that remote quantum operations (such as CNOT gates) can be
executed as soon as possible before qubit decoherence [19],
[30]. With near-term quantum technology, this is best achieved
by maintaining a steady stream of entanglements between
any two or more computers, such that sufficient entanglement
resources in short-lived quantum memories can be ensured
for other quantum operations [9], [15]. Similarly, sensors in
a quantum sensor network need to maintain steady entangle-
ment connectivity for continuous monitoring on a target quan-
tity [47], and entanglement-based QKD relies on a stream of
entanglements between key distribution centers to continuously
generate enough keys for local users [35].

To provide the performance guarantee, the quantum network
infrastructure can act as a virtualization platform, reserving
resources to satisfy the need of each user [34], [43]. Each user’s
service is implemented on dedicated or prioritized resources to
guarantee the rate. Correspondingly, users are charged based
on overall resource consumption in the network for their ser-
vices, such as fiber bandwidth and quantum (optical) processing
at nodes. Each resource may be priced differently based on fac-
tors such as current utilization level, deployment/maintenance
costs, energy consumption, and so on. To serve a user with
the minimum cost/price, it is thus important to select the most
cost-efficient resources that can satisfy the user’s demand.
Unique features of quantum network cost management: As
we model in detail in the next section, the characteristics of
quantum networks make cost management drastically different
from the classical Internet.

First, compared to the classical Internet, where bandwidth
is a uniform resource across links, quantum resources such as
fiber bandwidth exhibit drastic heterogeneity in resource (cost)
efficiency for realizing the same service quality. Specifically,
factors such as distance may significantly affect the achievable
rate of entanglements using the same optical bandwidth. The
success probability of key operations like generation and swap-



TABLE I: Notation Table of Network Model

Parameters Description
G = (V,E) quantum network with nodes V and links E
mn,M an enode, and set of enodes M = {mn |m,n ∈ V }
qe, qn ebit generation & swapping success probabilities
cgene , cn ebit generation & swapping costs
p a pflow {fmk

mn , gmn, κmn} following Definition 1
cp expected cost of a pflow p
Imn total ebit rate generated between node pair mn
Ωmn total ebit rate contributed by mn to swapping
λst, cst expected EDR and cost of an SD pair in Eqs. (2)–(4)

ping may also differ across nodes, as decided by the physical
environment and device heterogeneity.

Second, each unit resource may result in different rate when
distributing between different end points, as decided by the
different generation and swapping processes to implement the
end-to-end distribution. A link that can generate 20 entangle-
ments per second (eps) may support only 10 end-to-end eps
if one swapping step with success probability 50% is applied,
or only 5 end-to-end eps if two swapping steps are applied.
This means the length of a path can result in not just linear
accumulation of node and link cost but also multiplicative
increase in each node/link’s resource consumption to provide
a certain entanglement rate.

Combined with the non-trivial modeling of processes such as
generation and swapping themselves, the overall resource cost
minimization problem becomes highly complex, and funda-
mentally different from cost minimization in classical networks.
A new algorithmic framework is needed to enable efficient cost
management in the quantum internet.

III. QUANTUM PRELIMINARIES

In this section, we present preliminaries of a quantum network.
Notations related to modeling are summarized in Table I.

A. Entanglement Distribution Process

We consider the fundamental task of distributing two-qubit
(bipartite) entangled states between remote end points. A
maximally entangled bipartite state (called a Bell state or an
ebit) is a fundamental resource in quantum communication,
which can be used to construct arbitrary multi-partite entangled
states and support distributed quantum applications. We focus
on distributing one of the four Bell states and use |Φ+⟩ =
1√
2
(|00⟩+|11⟩) as the example1. Below, we introduce the phys-

ical processes to implement remote entanglement distribution.
Entanglement generation: Assume two quantum nodes intend
to exchange quantum information. An entanglement source can
continuously generate entangled photon pairs via spontaneous
parametric down-conversion (SPDC) [11] or four-wave mix-
ing [25] and send each photon of the pair to two different
quantum nodes via a quantum channel such as optical fiber or
free space. Alternatively, a dedicated entanglement source can
reside in-between the two nodes, and both photons of a gener-
ated pair can be transmitted to the two nodes respectively along
the fiber. This is entanglement generation, and ebits generated
and distributed along a physical channel are elementary ebits.

1All four Bell states—|Φ±⟩ and |Ψ±⟩— are symmetric under local opera-
tions and classical communication (LOCC).

As a non-linear optical operation, the efficiency of the
SPDC-based entanglement source is very low with current
technologies, typically in the order of 10−6 ebits per input
pump photon [6]. Meanwhile, photon transmission over fiber
incurs the exponential loss of photons, typically in the order
of 0.1dB/km, leading to excessive loss over tens of kilome-
ters [13]. One way to improve the rate is to increase the
pump power [5], [20]. However, this also leads to multi-photon
coincidence events—generating more than one entangled pair
in one photon detection period that cannot be distinguished—
which may even degrade the generation rate [28]. Since the en-
tangled photons will get lost during transmission due to channel
attenuation and other environmental factors, the entanglement
generation can be viewed as a probabilistic process [33].
Following the existing work [13], we use qe∈ (0, 1] to denote
the entanglement success probability as

qe = 1− [1− psucc (1− ptloss)]
Nattp , (1)

where psucc is the generation efficiency of entanglement
source, ptloss is the probability of transmission loss, and Nattp

is the number of attempts in unit slot. Here the transmission
loss probability increases exponentially with the link length.
Entanglement swapping: Quantum repeaters are designed to
alleviate the excessive loss of entangled photons over long dis-
tances via entanglement swapping. Assume two remote nodes
want to exchange quantum information, instead of directly
transmitting entangled photons, both nodes may each establish
an ebit with an intermediate repeater, who then concatenates the
two ebits into one end-to-end ebit between the two nodes. Each
quantum swapping consists of a two-qubit operation for locally
entangling the two ebits at the repeater, a one-qubit operation
for correction, and a Bell state measurement. However, each
entanglement swapping operation has a chance to fail due to
the protocol design and the imperfections in the swapping
circuit [3]. Therefore, we use qn∈(0, 1] to denote the swapping
success probability of each repeater n.

B. Cost Economics for Entanglement Distribution

As discussed in Sec. II, our pricing model is motivated by the
unprecedented success of Internet economics, where traffic is
the primary commodity sold by ISPs and eventually consumed
by Internet users [27], [29], [38]. The bandwidth on links, along
with possible processing on nodes (such as middleboxes), is
priced as resource costs to the users. In a quantum network,
users will similarly be charged based on the amount of re-
sources consumed on nodes and links, including entanglement
source capacity, optical bandwidth, and swapping operations.
Below, we define the resource cost for each physical process.
Entanglement generation: Consider cgene > 0 as the cost for
attempting to generate one entanglement per unit time along
a link e. The cost includes using the entanglement source
capacity and occupying the optical bandwidth on this link.
Considering the success probability of entanglement generation
qe, if the target expected rate of generated entanglements over
e is λe, then the expected cost to achieve this rate is cgene ·λe/qe,
factoring in the success probability on this link.
Entanglement swapping: Swapping consumes memories and
quantum operations on a repeater. Because swapping also suc-



ceeds only with a probability, if an expected rate of successful
swapping at node n is λn, then the actual cost to achieve this
rate is cn · λn/qn, given unit swapping cost cn > 0.

As discussed in Sec. II-B, purchasing different “bundles”
of resources has a much more profound impact on the cost-
performance trade-off of a user than on the Internet. If a
user’s service is implemented along paths that result in low
rate, then achieving the satisfactory rate (explained in the next
subsection) may cost much more resources than picking some
better paths. How to pick the best suite of resources, and utilize
them to achieve the best performance is thus an important
algorithmic problem faced by a quantum user and/or the
network operator. As the future quantum internet is expected
to serve many users (SD pairs) with sufficient capacity, this
paper focuses on a single SD pair, with possible extension to
the multi-SD pair case discussed in Sec. VII.

C. Quantum Network Model

We model a quantum network as an undirected graph G =
(V,E), where V is the set of quantum nodes, and E is the
set of physical channels (links) between nodes. Each link
e ∈ E is equipped with an entanglement generation probability
qe∈(0, 1] and a unit cost cgene ∈ R+ for attempting to generate
an elementary ebit. Each repeater v ∈ V is equipped with
a swapping success probability qv ∈ (0, 1] and a unit cost
cv ∈ R+ for swapping. We also use mn to denote an unordered
node pair {m,n} for m,n ∈ V , and hence mn = nm. Each
pair mn is called an enode denoting a pair of nodes between
which entanglement may be established. The set of all enodes
is M = {mn |m,n ∈ V }, and note that E is a subset of
M . Following the conventional notation, we call a pair of
communicating nodes st a source-destination (SD) pair without
explicitly defining which node is the source or destination.

We adopt a time-slotted system model following [45], [46],
while all our definitions and algorithms can be trivially ex-
tended to continuous-time asynchronous operations [41]. We
also assume a central controller controls all operations in the
quantum network as [37], [46] to monitor network status,
allocate resources, and decide the costs of different operations.
In each time slot, the following phases are carried out in order:

1) Entanglement generation: For a pair of nodes mn∈E
with a direct link, they will attempt to generate elementary
mn-ebits at a pre-defined rate.

2) Entanglement swapping: When ebits are available be-
tween enode mk and kn sharing the repeater k, repeater
k can attempt to perform swapping between pairs of
mk- and kn-ebits to create ebits between nodes mn. The
source mk- and kn-ebits are not required to be elementary.

D. Satisfying User Demand

As motivated in Sec. II-B, a user submits its service demand
as the expected rate of a steady entanglement stream between
an SD pair st for an extended period of time. To satisfy this
demand, we utilize (and later extend) an abstraction originally
developed in [12] to describe how a user demand can be
implemented in a quantum network.
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(a) A quantum network with SD pair A-D

(b) Two pflows for generating 1-unit ebit between A-D 
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Fig. 1: Pflows in a quantum network. Values on each pflow’s
arcs represent the required entanglement generation rates to get
one end-to-end EDR between AD.

let λst(τ) be the number of generated st-ebits in time slot
τ . Let E[·] denote expectation. The long-term entanglement
distribution rate (EDR) is defined as

λst = lim inf
T→∞

1

T

T∑
τ=1

E[λst(τ)]. (2)

To achieve an EDR, a remote entanglement distribution
(RED) algorithm needs to decide how to generate and swap
entanglements in the network. The (primitive) entanglement
flow (pflow) abstraction in [21] lends us a tool to define and
devise an RED algorithm that achieves a long-term EDR λst.

Definition 1 (Pflow). Given quantum network G and SD pair
st ∈M , a pflow with EDR λst is defined by variables {gmn ≥
0|mn ∈M} ∪ {fmk

mn ≥ 0 |m, k, n ∈ V }, such that
(i) Generation: gmn = 0 for ∀mn /∈ E;
(ii) Swapping: fmk

mn = fkn
mn for ∀m, k, n ∈ V ;

(iii) Conservation: Imn − Ωmn = 0 for ∀mn ̸= st, and Ist −
Ωst = λst, where Imn = gmn · qmn + qk

∑
k ̸=m,n f

mk
mn and

Ωmn =
∑

k ̸=m,n(f
mn
mk + fmn

kn );
(iv) Primitiveness: For any mn ∈M , either gmn > 0, or there
exists at most one k such that fmk

mn > 0, but not both.

Explanation: Here, gmn denotes the rate of entanglement
generation attempts on each link mn ∈ E, and fmk

mn denotes
the contribution of mk-ebits to generate mn-ebits via swap-
ping. Condition (i) ensures the generation of elementary ebits
only on physical links. Condition (ii) ensures that swapping
consumes equal amounts of ebits from two source enodes.
Condition (iii) maintains entanglement flow conservation by
having Imn = Ωmn at any non-SD pair enode mn (i.e., all
generated mn-ebits contribute to further swapping), and defines
the EDR λst of SD pair st, where Imn and Ωmn are the
input and output ebit rates at enode mn respectively. Note
that we slightly abuse the notation and define qmn = 0 for
mn /∈ E for notation simplicity. Finally, condition (iv) ensures
that each pflow defines a unique way of generating end-to-
end st-ebits by dictating that ebits between any enode mn can
only be generated in exactly one way: either via elementary
ebit generation (gmn > 0) or via swapping at an intermediate
repeater k (fmk

mn = fkn
mn > 0 for at most one k), but not both.

Example: Fig. 1 shows a repeater chain with four nodes
A,B,C,D and SD pair AD. While there is only one path,
Fig. 1(b) shows that there are two different orders of swapping



along this path. After entanglement generation along physical
links, one way is to swap AB- and BC-ebits first, and then
swap the successfully generated AC-ebits with CD-ebits. In
the second way, BC- and CD-ebits are swapped first, and the
successful ones are then swapped with AB-ebits. Crucially,
these two ways will result in different entanglement generation
and swapping rates on different links/nodes to satisfy the
same EDR. Assume link generation probabilities are all 1,
and swapping probabilities are uniformly 0.5. In the first way,
maintaining λAD = 1 would require generation rates gAB =
gBC = 4 and gCD = 2, and swapping rates fAB

AC = fBC
AC = 4

and fAC
AD = fCD

AD = 2. But in the second way, maintaining the
same λAD would instead need generation rates gAB = 2 and
gBC = gCD = 4, and swapping rates fBC

BD = fCD
BD = 2 and

fAB
AD = fBD

AD = 2. There are different ways to obtain the same
EDR, leading to different generation and swapping rates at
links and nodes. When the links and nodes have different costs,
it is worthwhile to investigate the impact of how entanglements
are established on the total cost of the entanglement users.
Specifically, the pflow abstraction has interesting properties,
which can be utilized to design efficient algorithms for remote
entanglement distribution:

1) Each pflow corresponds to exactly one path in G.
2) Given a pflow p with EDR λst, the expected cost cp for

generating an end-to-end ebit is well-defined as follows:

cp ≜
1

λst

 ∑
m,n,k∈p

ckf
mk
mn +

∑
e∈E∩p

cgene

qe
ge

 . (3)

where cgene /qe is the unit generation cost on a link scaled by
its generation success probability’s reciprocal

To achieve an expected EDR of λst, observe that a pflow
specifies a deterministic rate of entanglement generation gmn

on each link in each time slot; however, the actual rates of
generation and swapping both depend on the rate of successful
generation, which is a random variable. Let cst(τ) be the
total cost of performing all operations within one time slot.
Following a given pflow p, the long-term expected cost is

cst = lim inf
T→∞

1

T

T∑
τ=1

E[cst(τ)] = cp · λst. (4)

This shows that we can focus on minimizing or bounding the
expected cost of maintaining a unit end-to-end EDR of 1, and
then scale the cost by the actual desired EDR λst of the SD
pair. Our next focus is an algorithm for cost minimization.

IV. MI-CO: MINIMUM-COST ENTANGLEMENT
DISTRIBUTION

In this section, we start with the problem of minimizing the
cost and propose the optimal minimum cost pflow algorithm.

A. Problem Description

We define the following min-cost remote entanglement distri-
bution (Mi-Co) problem based on the pflow definition above:

Definition 2 (Mi-Co). Let G = (V,E) be a quantum network
with a source-destination pair st. The minimum-cost remote
entanglement distribution problem is to find an st-pflow pst
such that cp is minimized, with λst = 1.

EnodeVirtual enode Arc

BC

AB

CD BD

AD

AC

Fig. 2: An example GSG for the network in Fig. 1. Pflow 1 in
Fig. 1 is shown as the red bold arcs.

The min-cost pflow represents the most cost-efficient way of
generating a steady stream of ebits between st via probabilistic
quantum operations. In the following, we design an optimal
algorithm to solve this problem, with the help of a new
abstraction called a Generation and Swapping Graph (GSG).

B. Generation and Swapping Graph (GSG)

We define an auxiliary graph structure to visualize a pflow and
design an efficient combinatorial algorithm for Mi-Co.

Definition 3 (GSG). Given a quantum network G, its GSG
is a directed multi-graph GGSG = (M ∪ VE ,A), where each
vertex in GGSG is either an enode m ∈ M or a virtual
enode vES

mn ∈ VE for mn ∈ E. The edge set consists of
two types of edges (arcs): A = Asrc ∪ Aswp. The set Asrc

contains arcs amn = (vES
mn,mn) denoting the generation of

ebits on each physical link mn ∈ E; each arc has cost
c(amn) = cmn. The set Aswp contains arcs a = (mk,mn)
for any m, k, n ∈ V , denoting swapping contribution from
mk to mn with swapping cost c(mk, kn) = ck/2 so that we
have c(mk,mn)+ c(kn,mn) = ck which denotes the full unit
swapping cost at k.

A GSG covers every possible enode between which ebits can
be generated, and includes all possible pflows for generating
these ebits as subgraphs. Specifically, a pflow is described by a
binary tree in the GSG with special structural requirements. As
in Fig. 2, a quantum network in Fig. 1 can be transformed into
a GSG. The pflow in Fig. 1(b) is depicted in Fig. 2 with red
bold arcs showing generation and swapping operations in the
pflow. A pflow has all arcs pointing to the root enode st, and
each enode in the binary tree has either one incoming arc from
a virtual enode by entanglement generation or two matching
incoming arcs from two enodes by swapping but not both.

A key advantage of the GSG is its polynomial size, com-
pared to the possibly exponential number of different pflows in
the network. Specifically, the GSG of a quantum network G has
|V |(|V |−1)+|E| enodes plus virtual enodes and O(|V |3+|E|)
arcs. We highlight that while we utilize the GSG for assisting
understanding and algorithm design, in implementation it does
not need to be explicitly built. Instead, the graph structure can
be implicitly incorporated into the algorithm to reduce time
complexity and save memory.

C. Minimum-Cost Pflow Algorithm Design

With the GSG abstraction, we design Algorithm 1 to solve the
Mi-Co problem optimally. Line 1 initializes visited flag vis(·),
the parent enode(s) pa(·) and the unit generation cost cost(·)



Algorithm 1: Optimal algorithm for min-cost pflow (Mi-Co)
Input: GSG GGSG = (M ∪ VE ,A), SD pair st
Output: Pflow p between SD pair st

1 vis(v)← 0, pa(v)←⊥, cost(v)←∞,∀v ∈M ∪ VE ;
cost(v)← 0,∀v ∈ VE ;

2 while ∃vis(v) = 0 do
3 v ← argminv∈M∪VE

{cost(v) | vis(v) = 0};
4 vis(v)← 1;
5 if v = vES

mn is virtual enode in VE then
6 cost(mn)← cost(v) + minK{cmn(K)};
7 pa(mn)← vES

mn;
8 else
9 for k ∈ V do

10 if vis(mk) = 0 then
11 if cost(mk) > (cost(mn) + cost(nk) +

c(mn,mk) + c(nk,mk))/qn then
12 cost(mk)← (cost(mn)+cost(nk)+

c(mn,mk) + c(nk,mk))/qn;
13 pa(mk)← (mn, kn);
14 if vis(nk) = 0 then
15 if cost(nk) > (cost(mk) + cost(mn) +

c(mn, nk) + c(nk,mk))/qm then
16 cost(nk)← (cost(mk)+cost(mn)+

c(mn, nk) + c(nk,mk))/qm;
17 pa(nk)← (mn,mk);

18 Backtrack from enode st to get the min-cost pflow p;
19 return min-cost pflow p.

for all enodes in the GSG. In each iteration, the algorithm
starts from the enode with the least cost and then marks it as
visited in Lines 3–4. In Lines 5–17, the algorithm checks if
the newly visited enode leads to a more cost-efficient way of
generating ebits for another (neighbor) enode of the visited. If
a virtual enode vES

mn, then the only neighbor enode mn of vES
mn

is updated with direct generation in Line 6. If mn is visited,
then swapping is attempted for any unvisited enode mk or kn,
to see if mn-nk or mn-mk can lead to less cost for mk or
kn, respectively. Note how the cost(mk) is updated based on
the costs of source enodes cost(mn) and cost(nk), plus the
swapping cost ck, discounted by the success probability qn as
in Line 12, and similarly for cost(nk) in Line 16. This cost
update precisely computes the cost cp as defined in Eq. (3)
along with Definition 1, where p is the min-cost pflow found
so far for enode mk (and respectively nk). The algorithm ends
when all enodes are visited. Then, based on the parent and
cost sets, the st-pflow with minimum cost can be constructed
by backtracking from the enode st through the parent set pa(·).

Theorem 1. Algorithm 1 computes the minimum-cost pflow for
generating ebits between s and t in polynomial time.

Proof. We prove the optimality of Algorithm 1 by induction.
In the base case, for all enodes mn whose optimal way of
generation is by generating elementary ebits via direct links,
their costs are correctly calculated by their first updates via the
virtual enodes vmn, which all have cost 0 and hence are visited
before any other enodes. In the inductive case, consider mn as
the next unvisited enode with minimum cost, and let Mmn be

all enodes that have been visited so far whose minimum costs
have been correctly computed by the induction assumption.
Because mn has the minimum cost among all unvisited nodes,
its current way of generation (pflow rooted at mn) must be
optimal, otherwise, there exists at least one other enode which
must have a lower cost than mn’s current cost to contribute to
a way of generating mn with less cost. It follows that when
any enode mn is visited, its current cost must be minimum.
For the time complexity, since there are at most O(|V |2)
enodes and O(|V |3) arcs in the GSG, the overall complexity
is O(|V |3 log |V |) using a Fibonacci heap for Line 3.

V. PERFORMANCE EVALUATION

In this section, we perform simulation-based evaluation to
validate our theoretical results. We use random Waxman
graphs [40] with parameters α = β = 0.5. A typical inter-
city quantum network has no more than 10 quantum nodes
right now [2], hence we set the default graph size to 20.
Graph nodes are randomly located in a synthetic 10km-by-
10km area to represent the near-term city-scale quantum net-
work setup [2]. Following existing work [12], [21], each node
has an entanglement swapping success probability uniformly
sampled from [0.5, 0.75]. Our quantum link parameters are
set according to [13] where psucc is 10−4. Due to the lack
of real cost data, we aim to validate theoretical analysis and
show our algorithms’ performance with fair comparison to
existing works and baselines. We infer the cost based on
available data to model the entanglement distribution process
in a quantum network. Link generation costs are assumed to be
proportional to the distance, which aligns with the existing cost
for renting dark fiber, factoring in other costs like maintenance,
device operations, and energy consumption [16]. Specifically,
we set the unit cost for attempting entanglement generation as
ξle, where ξ is the entanglement generation cost coefficient,
representing the expenses of generating one entanglement on
a 1-km quantum link. By default, we set ξ = 5. The cost for
performing one swapping is 3, considering the passive quantum
operations, which include one-qubit, two-qubit operations, and
BSM, each costing 1 per operation. In each setting, we generate
10 graphs, each with 5 random SD pairs. Results are averaged
over 5 runs in the same setting to average out random noise.

The following algorithms are compared:
• Mi-Co: Algorithm 1 with minimum cost.
• Max-F: Modified Dijkstra algorithm inspired by [24] to

find the path between the source and sink with maximum
fidelity without purification.

• Min-C: Modified Dijkstra algorithm inspired by [24] to
find the path between the source and sink with minimum
cost without purification.

• QPASS: Path-based entanglement routing in [37] modi-
fied to minimize cost.

We use cost to measure the expected cost for generating an
end-to-end entanglement with the selected path or pflow.

A. Evaluation Results

1) Expected cost comparison: Fig. 3 shows the expected
cost of Mi-Co and other algorithms with varying link success
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probability factors, node success probabilities, entanglement
generation cost coefficient le, and network connectivity pa-
rameter β. Mi-Co, being an optimal algorithm, consistently
outperforms heuristic solutions in cost minimization. We ob-
serve that Mi-Co maintains the lowest costs across different
link success probability factors, as shown in Fig. 3(a). Ad-
ditionally, in Fig. 3(b), the expected cost decreases as node
success probability increases. This indicates that leveraging
more accurate devices on quantum nodes, while leading to
higher infrastructure setup costs, significantly reduces runtime
expenses. Fig. 3(c) illustrates the cost of Mi-Co and other
algorithms with varying generation cost coefficient le. The cost
increases linearly with the coefficient. In a quantum network
modeled as a Waxman graph, quantum links between node
pairs are established with probability βe−

d
αle . Increasing the

connectivity parameter β linearly raises the probability of
forming quantum links between node pairs, thus enhancing
overall connectivity. Fig. 3(d) demonstrates that costs decrease
as network connectivity increases. This suggests that building
more links among quantum nodes can reduce the operational
expenses of a quantum network.

2) Impact of network size: Figs. 4(a)–(b) illustrate the cost
and algorithm running time for varying numbers of quantum
nodes in a fixed-size area. As the number of quantum nodes
increases, the cost decreases in Fig. 4(a), while the algorithm
running time increases in Fig. 4(b). In Fig. 4(a), Mi-Co con-
sistently provides the optimal solution, outperforming baseline
algorithms across all network sizes. In Fig. 4(b), although
Mi-Co’s running time increases with the number of deployed
quantum nodes, it remains under one second on a commodity-
off-the-shelf desktop for networks with up to 100 nodes, a scale
not anticipated in near-future inter-city quantum networks.

To summarize, using the pflow abstraction, Mi-Co can
achieve the optimal cost for distributing entanglement, lower
than the lowest cost achievable by any path-based algorithm;

VI. RELATED WORK

Early work in quantum networking focused on feasibility
demonstration in ideal situations. Schoute et al. [36] presented
efficient routing algorithms in ring and sphere topologies.

Pant et al. [33] developed and analyzed entanglement routing in
a square-grid topology. The limitation of these is the focus on
special network topologies that are hardly realistic in practice.

Recent works have focused on general quantum networks.
Shi et al. [37] proposed Q-PASS and Q-CAST for entanglement
routing to maximize throughput. Zhao et al. [45] designed a
redundant entanglement provisioning and selection algorithm to
maximize throughput. Dai et al. [12] proposed the first optimal
remote entanglement distribution (ORED) protocol to achieve
the maximum end-to-end throughput with long-term quantum
memories. The above works ignore the critical cost factor in
protocol design, which is the main driving force behind the
Internet. Some works have considered the energy efficiency
of quantum communication. Galve et al. [20] investigated
the energy cost of entanglement production, which scales
exponentially with the amount of entanglement in the harmonic
chain. Meier et al. [31] proposed a general framework for
the energy consumption in quantum and classical computation.
Jaschke et al. [23] theoretically showed the potential quantum
advantage in energy efficiency from the quality of quantum
gates and the entanglement generated in the quantum process-
ing unit. However, these are neither comprehensive nor directly
related to quantum networking design. Meanwhile, they ignore
the service price from end users instead of service providers.

Our work seeks to fill this gap by introducing the optimal
algorithm to minimize the remote entanglement distribution
cost from users’ perspective. Our approach is inspired by
ORED above and FENDI in [21]. However, both of them do not
have any cost-related considerations. This paper builds upon
the abstractions in ORED and FENDI and extends them to
a new graph-based abstraction considering cost as a primary
constraint due to its practical importance, in addition to entan-
glement rate. This consideration makes the problem that we
study significantly more challenging than ORED or FENDI.

VII. DISCUSSION

Tackling multiple SD pairs: This paper focuses on optimizing
the cost for fulfilling a single user request (an SD pair), from
the view of a cost-minimizing network operator or the user.
If the network has enough resources to handle many SD
pairs without bottleneck, then our algorithms can be easily
extended to the multi-SD pair case by solving for each SD
pair independently. The case with resource contention is more
complex as have been studied in many works discussed in
Sec. VI. We highlight one direction where our algorithm may
contribute to multi-SD pairs entanglement distribution. By
setting costs of links and nodes dynamically based on the
current resource contention, one may utilize our algorithms



to develop competitive online algorithms for the network
operator to maximize the total number of user requests that
can be accepted, following existing online algorithm design
frameworks [7]. We leave the exploration of such algorithms
and other cost-aware networking problems as future work.

VIII. CONCLUSIONS

In this paper, we designed cost-efficient entanglement distribu-
tion protocols in a general optical quantum network. We started
with the problem of establishing a stream of entanglements
with minimum cost and designed an optimal algorithm based
on a new abstraction called the Generation and Swapping
Graph (GSG). Extensive simulation results showed the superior
performance of our algorithms in terms of cost efficiency
compared to existing algorithms and heuristic solutions.
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